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There’s growing agreement among policymakers around the world that data portability—the principle that you should be able to take the data you share with one service and move it to another—can help promote competition online and encourage the emergence of new services. Competition and data protection experts agree that, although there are complicated issues involved, portability helps people control their data and can make it easier for them to choose among online service providers.

The benefits of data portability to people and markets are clear, which is why our CEO, Mark Zuckerberg, recently called for laws that guarantee portability.1 But to build portability tools people can trust and use effectively, we should develop clear rules about what kinds of data should be portable and who is responsible for protecting that data as it moves to different providers.2 The purpose of this paper is to advance the conversation about what those rules should be.

We hope this paper will anchor a series of conversations among stakeholders around the globe about how to build portability products in a privacy-protective way while also helping keep competition vibrant among online services. At the conclusion of the series, we hope to have a portability framework that will improve our own and others’ product development efforts, guide industry collaboration and potentially inform future legislation.
To that end, the paper sets out five questions about privacy and portability:

01 What is “data portability”?  
Should all user-directed data transfers to third parties be considered “data portability”?

02 Which data should be portable?  
Should portable data be limited to only the data a person has provided to the service provider (and what does it mean to “provide” data)?

03 Whose data should be portable?  
If data is associated with more than one person—a common scenario for social networking services—should transferring providers limit data portability? How can providers ensure that each individual’s rights are accounted for?

04 How should we protect privacy while enabling portability?  
What responsibilities, if any, should transferring providers have with respect to (1) requesting users, (2) others whose interests may be implicated by a transfer, and (3) potential recipients of the data?

05 After people’s data is transferred, who is responsible if the data is misused or otherwise improperly protected?  
How should responsibility be allocated as between the transferring and recipient providers? Should users themselves be responsible for issues that affect their (or their friends’) data?

We’re fortunate to already have perspectives of key stakeholders on these questions, such as the EU data protection authorities’ 2017 guidance on the right to data portability in the context of the European Union’s General Data Protection Regulation (“GDPR”); two recent papers from Singapore’s Personal Data Protection Commission; a report on competition policy in the digital era commissioned by the European Commission’s Directorate-General for Competition; and a report on data mobility commissioned by the UK’s Department for Digital, Culture, Media & Sport. But we believe the industry would benefit from additional discussion and guidance.

Importantly, this paper focuses on data portability as an action that individual users of a service choose to take; it does not focus on business-to-business transfers of information. We recognize that the latter transfers can be important to choice and competition, as well. That’s why we’re looking into ways to make data available to other companies that can, for example, help them train artificial intelligence models.
The privacy issues implicated by these kinds of transfers are different from those that arise when individuals choose to transfer their data. In this paper, we focus on transfers initiated by individuals, but we're continuing to engage with experts as we look into other types of transfers, as well.

Thank you in advance for participating in this crucial conversation. We welcome feedback from all stakeholders, and we look forward to hearing your thoughts.
One of our core privacy principles at Facebook is that we enable people to control the use of their information on our services. Guided by that principle, we have built tools such as the controls that allow people to select the audience for their profile information and their posts, as well as Ad Preferences, which helps people control how their information is used to show them ads.

These tools help people control how their information is used on Facebook. But we also understand that giving people control means facilitating choice and competition by empowering them to move their information to a different service altogether—that we should, in other words, build products that enable data portability.

Data portability recently became a legal requirement in certain places through laws such as the GDPR and the California Consumer Privacy Act (“CCPA”), but Facebook has been considering ways to improve people’s ability to transfer their Facebook data to other platforms and services for some time. For example, since 2010, we’ve offered Download Your Information (“DYI”), which is designed to help people access and share their information with other online services. In connection with the GDPR coming into force, we made DYI better suited for portability by enabling people to receive their information in the commonly used structured JSON format.

Although DYI is a robust data portability tool, we believe we can go further and improve choice and control by making it even easier for people to export their data to other services. In his recent op-ed, Mark Zuckerberg wrote that “[t]rue data portability should look more like the way people use our platform to sign into an app.
than the existing ways you can download an archive of your information. In other words, people should be able to transfer their information directly to a provider of their choosing, in a way similar to how people use Facebook Login today.

To help achieve this goal, we’ve joined Google, Microsoft, Twitter, Apple, and others in the Data Transfer Project, an open-source software project designed to help participants develop interoperable systems that allow individuals to transfer their data seamlessly between online service providers. This project was inspired in part by the GDPR’s right to portability, but we believe data portability will soon become the norm in other regions of the world. For example, California’s new data portability provision will become effective in 2020; governments in Singapore, Australia, India, Hong Kong, and elsewhere may also soon pass laws supporting portability; and the European Commission is considering portability in the context of competition policy for the digital age.

Proponents of portability recognize that, in order to succeed, industry needs to address potential fundamental privacy questions, such as those we pose in this paper. But there has not been detailed guidance with respect to how service providers could or should balance the benefits to personal autonomy, innovation, and competition from portability against the potential risks to privacy and security. For example, the EU’s Article 29 Working Party (succeeded by the European Data Protection Board, which adopted its guidance) has recognized the risks to security posed by data portability tools—but has stated only that security measures should not “obstruct” people from exercising portability rights. Similarly, the Working Party noted the importance of limiting a person’s right to portability where its exercise could harm other people, but provided no specific guidance on how or when to implement this limitation.
In addition, some guidance on portability seems at odds with other guidance on companies’ responsibilities for protecting against data misuse by third parties to which companies enable data transfers. Privacy regulators have made it clear that, at least in the context of some third-party relationships, platforms like ours should have protections in place that account for the privacy risks that can arise from transfers. But with respect to the GDPR’s right to portability, the Working Party both endorses the idea of enabling people to disclose their data to third parties and states that “the data controller is not responsible for compliance of the receiving data controller with data protection law, considering that it is not the sending data controller that chooses the recipient.”

Several reports on competition in digital markets have emphasized the value of portability for innovation, and have noted that we need to address potential privacy and security risks. For instance, the report of the UK’s Digital Competition Expert Panel stated that “[a]ny approach to support this form of data sharing will also have to ensure that robust privacy safeguards are adopted to respect the privacy rights and expectations of users.” But the report does not expand on what those safeguards should be.

As we move toward a world of greater portability, we and other companies would benefit from clear rules that help resolve these kinds of questions—questions about portability, privacy and responsibility.
As discussed above, data portability helps people control their data and choose the services that best meet their needs. At the same time, portability can present challenges to safeguarding privacy interests. To address these challenges, we’re seeking feedback and guidance from a wide range of stakeholders about how to build portability in a way that empowers people and fosters competition while maintaining their trust in online services. In this section, we set out five key questions, the answers to which will help build the next generation of portability products. We also offer some thoughts on how to answer these questions to help further the conversation on these important topics.

**QUESTION 1**

**What is “Data Portability”?**

Based on some of the sources that discuss data portability, one might assume that it’s a straightforward concept with a settled meaning. For example, the Article 29 Working Party explained that, in the GDPR context, portability is simply the right to receive personal data and transmit it from one service provider to another. The International Organization for Standardization defines “data portability” as the “ability to easily transfer data from one system to another without being required to re-enter data,” focusing on the ease with which data can be moved.

But when we move beyond esoteric discussions of portability, we find that there’s considerable variation in people’s views. In fact, we’ve heard calls—sometimes from the same stakeholder—both to enable greater data portability and to limit people’s
ability to share their data with third parties. The context in which we typically hear the latter is in connection with our consumer app platform (or “Platform” for short), which, among other things, refers to the set of technologies we make available for developers that want to enable people to (1) share their Facebook information with the developer’s app or (2) send information from the developer’s app to Facebook. The best-known Platform tool is Facebook Login, which enables people to log in to—and share their information with—third-party apps.

Particularly following the Cambridge Analytica matter, we’ve consistently heard calls from various stakeholders to limit the information that apps can receive through Facebook Login and to enhance our oversight of the apps that do receive that information. These calls suggest that some commentators may view the platform-to-app transfers of data as different from transfers made possible by “true” data portability. For example, Facebook’s 2019 Consent Order with the FTC treats portability transfers separately from other transfers.

By contrast, other commentators have suggested that Cambridge Analytica happened because of data portability, implying that platforms like ours (as well as iOS, Android, Twitter, and others) were already engaging in data portability when we enabled people to share their data with apps on Platform.

The question that comes out of these conversations is: When is a person’s request to transfer data a portability request? The answer is crucial, not least because of the legal rights that attach to portability requests. Under the GDPR, for example, portability requests must be fulfilled “without hindrance,” raising questions about whether there are any circumstances in which a service provider may deny a request, limit the data available in response to the request, or restrict the third party’s ability to use the data following the transfer. It’s clear that many stakeholders believe platforms should impose data-use restrictions on recipients of user data, but the question remains whether service providers must make alternative mechanisms available to enable transfers without such restrictions. If so, how are these two transfers different from each other?

To begin to answer this question, it is important to recognize that most user-directed transfers of data to third parties look and operate similarly. Transfers generally involve three parties: requesting users, transferring entities, and recipient entities.
From a technical perspective, a data transfer begins when the requesting person instructs the transferring entity to export his or her data. The transferring entity then sends the requested data either to the requesting person (who then may use the data or send it to the recipient entity) or directly to the recipient entity. Once the data is shared with the recipient entity, the user can then interact with the data on or through that service.

But transfers that look similar technically may work differently in practice. One factor that differentiates transfers is the relationship between the transferring entity and the recipient entity and the rules, if any, that govern transfers between them. In general, these user-directed transfers of data to third parties can be thought of as occurring on a spectrum, with progressively more restrictions imposed as the relationship between the transferring entity and recipient entity grows closer (setting aside, for the moment, what the scope of the data transferred should be, which we discuss later in the paper). Three broad categories of user-directed transfers could be described as follows:

**1. OPEN TRANSFERS**

Requesting users can receive their data and transfer it to any recipient entity without controls or limitations (beyond those that exist under law) imposed on the recipient by the transferring entity. In this model, either the users can perform the transfer to a recipient via their own device (as in our DYI tool) or the transferring entity can facilitate a direct transfer. Apart from the technical connection made for the purpose of enabling a transfer, there is no relationship between the transferring and recipient entities. This model seems closest to that anticipated by the GDPR and the Working Party guidance.
2. CONDITIONED TRANSFERS

Requesting users can receive their data and transfer it to any recipient that has met certain conditions imposed by the transferor. The relationship between the transferring and recipient entities only exists for the purpose of enabling such user requests; there is no ongoing relationship. As we examine below, this could be a way to think about user requests to port data directly between services, the technical means for which the Data Transfer Project is working toward.

3. PARTNERSHIP TRANSFERS

Requesting users can receive their data and transfer it to a recipient with which the transferor has an ongoing relationship regarding such transfers, the terms of which may include provisions on how the recipient may use the data obtained in the transfer. Here, the relationship between the transferring and recipient entities exists for a purpose beyond simply effectuating users' transfer requests—such as, for example, integrating one of the entities' features into the other entity's products. Transfers through the Facebook Platform are an example of partnership transfers.

When thinking about portability, it helps to acknowledge the differences between these categories of user-directed data transfers. The question we need to answer is which transfers should be considered as involving “data portability” and what obligations on each party in the transaction, if any, should flow from each model? Open transfers seem to be clearly consistent with the nature of data portability as described in the GDPR and elsewhere, but what about conditioned transfers, in which the transferring entity may choose to limit the third parties to which the user may send data? Are such limitations consistent with the right to portability? Should partnership transfers—like the transfers from Platform—ever be viewed as involving data portability?

In our conversations with stakeholders so far, the general view about these questions has been that a transferring entity may—and should—impose some...
baseline privacy and data protection restrictions around transfers even when carrying out the transfer to comply with a portability request. But, as discussed below, questions remain about what kinds of conditions are appropriate. Restrictions along the lines of those we impose through Platform strike some as too restrictive to be consistent with portability. Our recent settlement with the FTC suggests that some regulators may view Platform-style transfers as distinct from portability transfers. Where the line is between these two categories will likely be the line between portability and other data transfers.

**QUESTION 2**

**Which Data Should be Portable?**

A primary purpose of enabling data portability is to provide individuals with control over their data. But what exactly is “their data”? It seems clear that people should be able to transfer data such as the photos they upload to a service or the posts they make to a social network. It’s less clear what other data should be included.

Should people be able to export the information that a service provider receives as they use its features—information like search history, location data, and activity logs? What about information generated about people by the service provider on the basis of people’s uploaded data or their interactions with the service, like the inferences used to personalize music, events, and ads, or to identify potentially fraudulent activity?

The GDPR and the Working Party guidance suggest that there should be limits around the data that is subject to the portability right. The GDPR requires portability of personal data that a person has “provided to” a data controller. The Working Party has suggested that people be able to transfer personal data that they actively provide to a service provider or that the service provider observes about them as they use its services, but not data that the service provider infers about them based on that use.

Another question—particularly when it comes to data about a person’s use of a service—is how service providers’ retention of data might bear on the question of which data should be portable. It seems uncontroversial that service providers should not be required to retain data solely for the purpose of enabling portability, so at least some data won’t be portable simply because it won’t be available at the time of the request. But what about the data that is technically available but will soon be deleted? Should a service provider build tools to export this data too?

Still another question is whether there are cases in which the burden of making data portable outweighs the person’s interest in exporting it. For example, a service’s data about a person’s use of a service could include a list of every page
or piece of content the person has viewed within a certain period, every link he or she
has clicked on, and every notification he or she has received. Service providers often
keep logs of this information for periods of time, but the process of making
this log data portable could be challenging, and the benefits to the user might not
always be obvious. Would it be useful, for example, to be able to export a list of all
the links you’ve clicked on Facebook within a certain period? Or an archive of every
ad you’ve seen while scrolling through News Feed?

Given that portability is partly intended to encourage competition and the emergence
of new services, we should consider these questions in light of the operational burden
they would impose on service providers with fewer resources than companies like
Facebook. Viewed from that angle, it seems clear that some limitations should be
imposed around a service provider’s obligation to make observed data portable.
Considering data retention periods and weighing the burden on providers against
the benefit to users could be helpful in determining what those limitations should be
or to whom they should apply. But we will need to answer questions about how any
balancing should be conducted—and by whom.

**QUESTION 3**

**Whose Data Should be Portable?**

Providing data portability helps people exercise control over their data. But what
happens when one person wants to transfer data that is associated with another
person? What if, for example, Person A wants to move her photos from one service to
another, but those photos include images of Person B? What are Person B’s rights
to control his information in that scenario? What if people want to export the contents
of their phone’s address book or a list of their contacts’ birthdays to a new service?
Should a person’s contacts—whose information would be shared with the new
service—have a say in whether the person may share the information?

As these examples illustrate, it is sometimes difficult to delineate whose data should
be transferred in response to a data portability request. We’ve found this to be
particularly true for Facebook, a core function of which is to allow users to connect
with other people and create shared experiences. And the ability to transfer data
about your contacts—or friends—can raise especially challenging privacy issues.

Some have suggested that the only data that should be transferred following
a portability request should be the data that the requesting person “owns.” If the
requesting users own the data they provide to a service, the argument goes, then
they should be able to do whatever they wish with it, including porting it to another
entity. Conversely, if requesting users do not own some of the data they wish to
transfer, then they should not be able to port that data.
The concept of data as property has been viewed by some as controversial and may lead to more questions that stretch well beyond the portability context. For example, in practice, many types of information have more than one owner. If you have my phone number in your address book, for example, are you the owner of that phone number? Moreover, in the EU, data protection (as a fundamental right) does not vary depending on who, if anyone, “owns” the data in question.

Another approach to deciding whose data should be made portable in response to a request could be based on factors such as who provided the data, whether the service provider has associated it with a particular user, and the sensitivity of the data. Consider the following scenario:

Person A uploads a video of herself and three of her friends (Persons B, C, and D). She doesn’t take any steps that would enable the service to identify her friends (such as “tagging” them). At first glance, it seems clear that Person A should have the right to port the video to a new service, but what rights, if any, should Persons B, C, and D have with respect to the video? And who is best positioned (as between Person A and the service provider) to address those rights?

Now consider a slightly different version of the same scenario: Person A uploads the video, but this time, she tags Persons B, C, and D, who all happen to be users of the service. In this scenario, the service provider may be in a position to inform Persons B, C, and D about a portability request. Assuming this happens, should they have the right to stop Person A from transferring the video?

How might the answers change if, instead of a video, we were talking about email addresses in Person A’s contacts list? Should it be easier or harder for Person A to port them than to port Person A’s photos? What about emails themselves, which a person might want to export to a new email service (e.g., from Gmail to Outlook)?

We think a multifactor approach that considers questions like these and the factors above is likely preferable to an approach that focuses on data ownership. But how we weigh these factors in the analysis of whose data should be portable requires much more discussion and guidance.

Commentators often describe the question of whose data should be transferred in connection with portability as having to do with the portability of a person’s “social graph”—the map of the connections between a user and other users and entities on that service. Some advocates of data portability have argued that services like ours must enable people to transfer their own data as well as data about their social
graph, in part because the latter data may help enable other social networking companies to innovate. Without a portable social graph, these advocates argue, users may not be able to seamlessly transfer into alternative social networks.

We think there are strong arguments on both sides: Enabling portability of the social graph can be important for innovation and competition, but doing so also comes with important privacy questions. The key question is whether we can find ways to enable this sharing that protect the privacy of all individuals involved. We turn to this issue in the next section.

**QUESTION 4**

**How Should We Protect Privacy While Enabling Portability?**

Questions 1 through 3 involve questions about circumstances before people choose to port their data. Once we know (1) that we’re dealing with a user-directed transfer of data, (2) which types of data should be transferred, and (3) whose data should be transferred, we next need to ask how we can enable portability while protecting privacy.

Although we’re seeing laws that require data transfers—including data portability laws—there is little guidance around protecting privacy in connection with those transfers. Stakeholders have raised concerns about the privacy and security risks of portability tools, and about the lack of clarity from policymakers and regulators about what is expected of transferring entities.

More clarity on these points is key because in order for data portability to enhance people’s control over their data, users should be able to trust that their data will be handled responsibly during and after the transfer. We’ve found it helpful to think through these questions about privacy and portability by considering transferring entities’ actions with respect to (1) requesting users, (2) non-requesting users whose data would be transferred, and (3) recipient entities.

**REQUESTING USERS**

Given that portability is about helping people stay in control of their data, it seems clear that transferring entities should focus on making sure that requesting users can make informed choices about transferring their data. This means ensuring that requesting users have information about the entity to which they want their data to be transferred. But exactly what kind of information a person should have—and how it should be made available (and by whom)—are questions that haven’t been fully answered by policymakers, regulators, or other stakeholders.
In its assessment of portability under the GDPR, the Working Party explained that although people are “responsible” for “identifying the right measures in order to secure personal data” with the entity to which they’ll transfer their data, the transferring entity should make the data subject “aware” of measures to enable the person to take appropriate steps.37

Compare that guidance with a recent discussion paper from Singapore’s Personal Data Protection Commission, which suggests that transferring entities should go further, including by providing information such as how user data will be used by the data recipient; the nature of the new product or service that the user is acquiring; and the track record, reputation, and data management and protection practices of the data recipient.38 In its May 2019 consultation paper on the topic, the Commission further proposed requiring organizations to provide relevant information to people as part of a binding code of practice.39

These perspectives are helpful starting points, but we think there’s more to discuss about what, if any, information should be provided to people who want to transfer their data—as well as how, and by whom, that information could be presented in a helpful way.

**NON-REQUESTING USERS**

Some data portability requests may involve data associated with people other than the person making the portability request (“non-requesting users”). As discussed above, there are tough questions about whether these users’ data should be transferred at all. If it should, service providers will need to account for the privacy interests of these users.

Some stakeholders have proposed consent mechanisms or similar means of allowing people to grant each other permission to have their data exported from a particular service—that is, for User A to be able to grant User B the permission to share User A’s data with a recipient entity.40 Given the focus on consent as part of a potential solution to the concern over the porting of non-requesting users’ data, we want to explore whether—and, if so, how—services could offer meaningful choice and control to non-requesting users. Would requiring consent inappropriately restrict portability? If not, how could consent be obtained? Should, for example, non-requesting users have the ability to choose whether their data is exported each time one of their friends wants to share it with an app? Would such an approach lead to notice fatigue?41 For users of a particular service, would it be better to give people a setting enabling them to always permit their friends (or other contacts) to transfer all—or certain categories—of their personal data to third parties? And how could we address non-users whose information is shared on a particular service?
A. Portability of Social Graph Data

As discussed above, some stakeholders view the transfer of social graph information (such as contacts lists) as an important way to help emerging social networking companies innovate and develop new services.\(^{42}\) There has been considerable discussion, and some concrete proposals, about ways to enable the export of this kind of information. Among these proposals, enabling the export of cryptographically obscured (or “hashed”) versions of users’ and their contacts’ unique user identifiers has been described as “[p]erhaps the most promising avenue for social graph portability.”\(^{43}\)

This solution aims to hide user IDs (e.g., email addresses) from the recipient entity while still providing some ability to reconstruct the transferring users’ social graph, potentially helping address the privacy challenges of sharing friends’ data with third parties by avoiding unnecessary exposure of personal data. However, experts have noted that this proposal would “require a major collaborative technical effort that could raise unanticipated privacy and security challenges as well as legal compliance questions[.]”\(^{44}\) Below, we explore two commonly discussed approaches to sharing hashed contacts’ data and the potential challenges such approaches could raise.

First, a provider could share a list of hashed identifiers that are associated with the requesting user and their contacts. The simplest way of doing this is to share hashed versions of a contact’s name (which is not necessarily unique) or email address. If Users A and B are both connected to User C, and both share their hashed contacts’ lists with a service, then that service will know that User A and User B are both connected to User C, but it cannot learn additional information about User C unless User C has also ported his or her personal data to the same service.

Another option is to share identifiers not associated with users but rather with relationships between users. In this system, if Users A and B are both friends with User C, and both share their contacts lists with a service, then—unlike above—the recipient service cannot know that Users A and B are both friends with User C. This is because the identifier for the relationship between Users A and C is different from the identifier for the relationship between Users B and C. However, if User C chooses to also share their contacts list, then User C will share the same two identifiers for their relationship with Users A and B respectively, at which point the receiving service can match up these identifiers to know that User C is connected to User A and User B.

Both of these approaches have drawbacks that require further discussion with stakeholders. In the first approach, it may be possible for the recipient to infer information about User C based solely on their relationship with Users A and B. For example, if Users A and B share an employer or are members of the same political party, then the recipient may be able to infer those facts about User C and
determine User C’s identity with minimal additional information. The second approach doesn’t suffer from this issue, but its utility to the recipient may be more limited because a relationship is only recognizable by the recipient service if both contacts choose to share their information with the recipient service.

Another challenge for social graph sharing is to settle upon a common data model that is specific enough to be useful but broad enough to apply across services. For example, some social networks have a single account per user, while others allow multiple accounts for one user. If User A is connected with one of User B’s accounts but not with another, how should this relationship be reflected when either user shares a contacts list with a service that permits only a single account per user? Further risk of data leakage is introduced when users who port contacts data from a pseudonymous social network to one that requires real names. Recipients (or even the requesting user) may be able to infer the actual identities of pseudonymous users based on commonalities with their known contacts.

Moreover, social graph sharing can grow more complex as we consider additional layers of social interaction. For example, if one of User A’s posts is ported to another social network and User B has commented on or liked that post, when should that comment be visible, who should be able to see it, and how should User B be identified, if at all, on the new service? The answers to those questions could vary based not only on the audience controls at the new service, but also on the mechanism used to port and identify contacts at the new service.

**POTENTIAL RECIPIENTS OF PERSONAL DATA**

Over the past year, we have heard calls from many stakeholders that service providers should make additional efforts to protect against data misuse by at least certain third parties. But what should those efforts consist of when it comes to portability?

There is little expert commentary on this question. In the GDPR context, the Working Party’s guidelines state only that a transferring data controller “is responsible for taking all the security measures needed to ensure . . . that personal data is securely transmitted (by the use of end-to-end or data encryption) to the right destination (by the use of strong authentication measures).”46 The guidelines suggest risk mitigation measures, such as using additional authentication information, or suspending or freezing transmission if there is suspicion that an account has been compromised. However, these security measures “must not be obstructive in nature and must not prevent users from exercising their rights[].”47

Apart from these basic steps, the Working Party does not offer guidance on how service providers should protect against misuse by third parties. In conversations with stakeholders, we often hear that transferring service providers should consider
imposing additional controls to ensure that recipients process user data with privacy and security in mind. For instance, providers could require recipients to certify (1) the purposes and uses for the personal data they may receive pursuant to a data portability request, and (2) that they are processing data in accordance with applicable laws and data protection requirements. We also hear that providers should even consider monitoring recipient entities' processing of data and enforcing against recipient organizations who fail to process data according to applicable laws and data protection requirements, an extremely challenging (if not impossible) requirement and one that seems not to be required under the GDPR formulation of portability.

At the same time, we hear concerns that these kinds of requirements may be inconsistent with “true” portability: If people want to transfer their data to a particular entity, what business is it of the transferring entity to assess the purposes for which the person’s data will be processed or whether the recipient complies with the law? What if the transferring entity and the recipient disagree about what the law requires? Should the transferring entity get to decide? There may be a point at which the transferring entity’s efforts to exercise diligence beyond securing the transfer may impose undue friction on the abilities of users to switch to competing services.

One proposed response to such concerns is an accreditation system. Under an accreditation model, potential recipients of user data could demonstrate, through certification to an independent body, that they meet the data protection and processing standards found in a particular regulation, such as the GDPR. Accredited entities could then be identified with a seal and would be eligible to receive data from transferring service providers. The independent body (potentially in consultation with relevant regulators) could work to assess compliance of certifying entities, revoking accreditation where appropriate.

Another potential solution, which may be compelling to providers that operate in a country without a comprehensive data protection framework, could be the creation of a portability-focused code of conduct administered by an independent organization. The code of conduct could require entities to implement privacy and security safeguards before receiving user-requested data. The independent organization could engage in monitoring and enforcement of its signatories for potential violations. A key question for this model would be how it should treat recipient entities that fail to comply with or don’t sign on to the code. Even if the user’s request to transfer information to such a recipient must be fulfilled, information about a recipient’s noncompliance with (or refusal to sign on to) the code of conduct may still provide important information to users about the entity’s privacy and security safeguards.
QUESTION 5

After people’s data is transferred, who is responsible if the data is misused or otherwise improperly protected?

People and service providers need clarity on who is responsible for processing and protecting data before, during, and after a user-requested data transfer. Regulators have taken the position that platforms like Facebook may be responsible for ensuring that data is protected following certain user-requested transfers of data to third parties. Is that the case when it comes to data portability requests?

With respect to the exercise of the GDPR’s portability right, the Working Party’s guidelines provide a clear allocation of responsibility when a service provider ports data to another entity at a user’s request. Responsibility and liability generally follow user data to its new destination. Before and during any data transfer, the transferring service provider is responsible for ensuring that they act on the requesting user’s behalf, securing the transmission on its way to the correct recipient, and mitigating any risks associated with data portability. Recipients must ensure that they receive only data that is necessary and relevant to the service they are providing to the requesting user.

After the transfer, the transferring service provider is not responsible for the processing handled by the data subject or by another company receiving personal data (since they are only acting on behalf of the data subject and not choosing the recipient organization). Instead, according to the Working Party, responsibility vests in the recipient, which must now process and protect the personal data it accepts according to its obligations under the GDPR.

The Personal Data Protection Commission of Singapore’s discussion paper also proposes a liability model, in which transferring entities would be exempted from claims for damage arising from misuse of data by the recipient—a result the Commission believes appropriate, given that transferors cannot feasibly vet all potential recipients. The paper also states that the transferor should not be liable for claims “relating to the accuracy and quality of the ported data unless it was demonstrated that the data was corrupted while under the care of the transferor.” In its most recent consultation paper on the topic, the Commission does not mention liability but appears to limit post-transfer responsibilities for transferor entities to “check[ing] that the data transmitted has been received by the receiving organization and assist[ing] with any queries it may have with respect to the data transmitted.”

But there are clearly some circumstances in which policymakers and regulators expect transferring entities to maintain responsibility even after the transfer. One
way to harmonize this reality with the Working Party’s guidelines and the Personal Data Protection Commission’s discussion paper may be to further clarify that service provider responsibility may vary depending on where on the spectrum a transfer falls—i.e., whether it is an open transfer, a conditioned transfer, or a partnership transfer, as discussed in Section II.A. For instance, should providers be deemed more accountable in a partnership transfer (e.g., a model like Facebook’s Platform) due to the closer nature of their relationship with the recipient organization and a purpose for the transfer that extends beyond satisfying a request from a user?

For open transfers, perhaps the most a service provider should be responsible for is helping users take responsibility for the risks associated with taking their data to a new service; provided this has occurred, responsibility for protecting data would rest solely with the recipient. Service providers might explore tools to help users understand security risks and protocols for their downloaded data. Providers could also consider giving users guidance on how to inspect recipient organizations for potential abuse or insufficient security safeguards. For instance, providers could teach users ways to confirm the authenticity of the recipient organization (that it is what it says it is); check the website security for recipient organizations (e.g., the difference between HTTP and HTTPS); secure their devices when they download data (e.g., not using public Wi-Fi when downloading data); and identify whether the recipient organization has appropriate policies in place (e.g., checking privacy policies to determine whether an entity will sell user data that it receives).

For conditioned transfers, one approach would be for service providers to require recipients to certify that they’re accredited by a standards body, in compliance with a relevant code of conduct, or otherwise that they will process personal data in accordance with applicable laws and data protection requirements before fulfilling a transfer request. Once providers have received such a certification, they could be relieved of responsibility (and liability) for data issues that arise after transfer.

For partnership transfers, it may be more appropriate to impose some degree of responsibility on the transferring entity, even for conduct that occurs after the transfer. To the extent feasible, some enhanced oversight of recipients’ handling of people’s data following a transfer may also be appropriate.

Finally, there is the complex question of responsibility when it comes to individuals about whom data is transferred by another party as part of a portability request. The Working Party guidelines note that if a user’s data portability request involves personal data belonging to third parties, the requesting user is also responsible for the processing operations that the user initiated (to the extent that such processing is not decided by the controller), outside of an exemption for household or personal use. Imposing responsibility (and liability) for requesting users who transfer contacts’ data could chill interest in portability generally, and in social graph
portability specifically. Could a better outcome be to limit liability for requesting users to only cases involving truly unreasonable or reckless behavior, such as knowingly transferring their contacts’ data to a party known to have a history of data misuse or poor data protection practices?
Data portability promises to give people unprecedented control of their information and to support continued vibrant innovation and competition online. The GDPR and other laws have prompted considerable investment in portability tools. This paper and the conversations that will follow it are intended to promote portability by laying out the issues and starting to address hard questions about how portability can be implemented in a privacy-protective way. We strongly believe that it can, and we look forward to collaborating with a range of stakeholders on solutions in the months to come.
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