








Right now, the technology we use to proactively detect hate speech focuses 
specifically on violent and dehumanizing speech. By adopting more granular 
definitions for the types of attacks included under Tier 2, we hope to be able to expand 
use of our technology to a broader range of hate speech. It’s important to note the 
technology merely works to proactively detect. Thereafter, potentially violating 
content is sent to our content review teams so that people with the appropriate 
language skills and subject matter expertise can help determine whether something 
does, in fact, violate our hate speech policies.











One of the things we do when we’re considering changes to our policies is label real 
examples of content on the platform to understand how the content would be 
affected if we were to adjust the policy line. This helps us see – in very real 
terms (e.g. what kind of content will remain up and what will come down as a 
result of a change to policy). 













Discussion
Question: Do we ever see speech that speaks to sexual preference, such as “My 

parents can’t get it through their heads.  I don’t like men; I like women.” 
Answer: Yes, we do, and this is potentially a place where we’ll be over-enforcing.  

The challenge here is that scaling back protection would apply to all protected 
characteristics, and we know that the same statement applied to a different 
protected characteristic suddenly feels more problematic. We do, however, 
have a narrow policy carve-out for gendered-statements of contempt made in 
the context of a romantic break up. 

Follow up: Also worth noting that when we analyzed data in the context of the narrow 
policy carve-out just mentioned, we found that expressions of contempt in the 
context of a break-up aren’t very common. 









Red text = areas we considered scaling back protections
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