










In addition to the fact that our policies don’t currently account 
for the full spectrum of trafficking-related behaviors, human 
trafficking is included in multiple places in our Community 
Standards, which may contribute to enforcement challenges. 
There’s also room for more granularity in our definitions of 
human smuggling and trafficking.





All of these examples violate our current policy against human 
trafficking, but may cause confusion among content reviewers 
because our definitions of human trafficking and smuggling 
don’t explicitly reference things like domestic servitude, the 
sale of children and organs or forced marriage. 



As part of our internal and external working group process, we 
evaluated several policy options. Under Option 1, we would 
maintain the status quo policy, but provide content reviewers 
with a more comprehensive set of operational guidelines to 
help them identify additional forms of human exploitation. We 
decided against this option because it would create a 
disconnect between the Community Standards and operational 
guidelines, thereby undermining our efforts at transparency 
with updated Community Standards. 



We also considered the option of expanding our policy 
language to include all forms and stages of human exploitation, 
but to leave human trafficking and smuggling under the 
Coordinating Harm section of our Community Standards. We 
decided against this option because it doesn’t convey our 
understanding of the complexity and nuance of human 
trafficking behaviour. Having a distinct policy in place will be 
easier for people to understand and easier for reviewers to 
make sense of as they make decisions about content. 





Discussion
Any additional questions from this group? 

Question: How exactly will we lay out the policy language in 
the Community Standards. Many reporters and other people we 
speak to think that things like virtual kidnapping should fall 
within the ambit of human exploitation. 

Answer: Something like virtual kidnapping would fall under 
our policies against fraud. We can work to be more explicit 
across our policies so people understand what’s covered. To 
your point though, if we’re adding an entirely new section to 
the Community Standards, it’s something that we should 
communicate about beyond just the addition of policy language 
to the site. 





At the crux of this specific policy proposal is the question of 
whether gender should be treated differently than other 
protected characteristics. Our own research reveals that “boys 
are gross” is perceived as less severe than “the trans 
community is gross,” but both statements currently violate our 
standards as attacks on the basis of gender. Removal of 
charged speech that targets gender (e.g., “men are scum”) has 
also led to accusations that Facebook doesn’t account for social 
dynamics. 

I also want to draw attention to the fact that we’re 
simultaneously in the middle of a few other hate speech-related 
working groups - namely, a proposal to re-evaluate what is and 
isn’t included under Tier 2 attacks, gender-based exclusion in 
the context of groups, and cursing when it’s directed at gender. 



Under our hate speech policies, immigration status is 
considered a quasi-protected characteristic, which means Tier 1 
attacks directed at someone on the basis of immigration status 
would be removed. We do not, however, take down calls to 
limit immigration. 





On the left: This example doesn’t include a specific attack, as 
defined under our hate speech policies, and therefore 
wouldn’t violate. 

In the middle: Instructions in Bengali on how to beat your 
wife. This would violate as a Tier 1 attack (violent 
speech) directed at women.

On the top right: Here, “narcissistic male” would violate as a 
Tier 2 attack (statement of inferiority) directed at men.  

On the bottom right: “Men are trash” is a Tier 1 attack 
(dehumanizing speech). 



All of this content would be removed, but we’ve highlighted 
the gender-based attacks so you can see the type of content we 
considered as part of this policy proposal. 

From the beginning, we wanted to be very careful not to allow 
more attacks on trans individuals, so we initially tried to limit 
the scope here to speech targeting “men” or “women.” That 
said, the Community Operations team who identified and 
labeled content did find some attacks on transgender people. 
The examples highlighted here are very clear attacks on 
specific targets, but the Community Operation’s team work 
indicated that it can be difficult to distinguish some attacks on 
trans or nonbinary individuals from other attacks on gender. 
This vulnerability was among the reasons that the working 
group ended up recommending that we stick with the status 
quo policy. 



Discussion
It’s important to note that the findings here focused on men and 

women, but gender-based protections under our hate 
speech policy also protect non-binary and trans people. 





These are the options we looked at when doing external 
outreach and internal working groups.



Here, you can see how Option 1 would apply to the pieces of 
content we previously evaluated under our status quo 
policy. As you can see, we would be more permissive 
under this option, leaving up the comment that attacks 
someone as a “narcissistic male” and the comment that 
refers to men as trash.”



As previously noted, quasi-protected characteristics are 
protected from Tier 1 attacks, but not Tier 2 or 3 attacks. 

Based on the data we evaluated, women are more often the 
victims of Tier 2 and 3 attacks, while men are subject to 
a higher volume of Tier 1 attacks. As such, under this 
option, we would end up taking down more attacks 
directed at men than we would women. We would also 
end up leaving up Tier 2 and 3 attacks against non-
binary and trans individuals, both of whom are routinely 
subject to these kinds of attacks (i.e. statements of 
physical, mental, and moral inferiority, expressions of 
contempt, expressions of disgust, and calls for 
exclusion). 



Here, you can see how Option 2 would apply to the pieces of 
content we previously evaluated under our status quo 
policy. As was the case with option 1, we would end up 
being more permissive.





It was Interesting to see how external expert opinion was 
clustered. Some people supported our status quo policy, while 
others think that women should be afforded more protection 
than men. And there’s a group of people who believe that we 
should be providing less protection altogether. Interestingly, 
many women’s groups supported the status quo policy because 
they argued that distinct protections for women would prompt 
an undue backlash.



Discussion
Question: As you build out signals to look for when iterating 

on our hate speech policies [with current and future 
working groups], will there be a focus on transgender 
individuals and attacks directed at people within the 
trans community? 

Answer: Yes. That is a great callout, especially for the policy 
working groups on gendered cursing.

Comment: Something we heard from external experts was that 
we need to look more into socially acceptable uses of 
“hate speech” that may reflect how people are talking 
and/or account for modern day social movements.

Question: Did we reach out to people who have heavily 
criticized us for taking down “men are trash” and other 



similar content?

Answer: Yes, these groups are the ones that advocated for 
decoupling speech against men and women, but we also found 
that many of these people don’t necessarily take issue with 
where we draw the line; they’re more upset by inconsistencies 
in enforcement. As we improve our proactive detection 
capabilities, we hope to improve enforcement so that we are 
better addressing these concerns. In fact, our own research 
shows the importance of proactive detection beyond just Tier 
1 hate speech (because of the imbalances between hate speech 
targeted at men vs. women). 




